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AFRICAN ECONOMIC RESEARCH CONSORTIUM 

Collaborative PhD Programme in Economics for Sub-Saharan Africa 

COMPREHENSIVE EXAMINATIONS IN CORE AND ELECTIVE FIELDS 

JANUARY 28 – FEBRUARY 17, 2020 

 

ECONOMETRICS 
 

Time:  08:00 – 11:00 GMT                     Date: Friday, February 7, 2020 

INSTRUCTIONS:   

 

1. Answer a total of FOUR questions: ONE question from Section A; ONE question from 

Section B; and TWO questions from Section C, One of which MUST be either Question 5 

or Question 6. 

2. The sections are weighted as indicated on the paper. 

3. The null hypothesis and the alternative hypothesis for all the statistical tests in this 

examination should be indicated. 

 

 

SECTION A: (15%) 

Answer only ONE Question from this Section 

 

Question 1  

Consider the following simple linear regression equation:  

iii uxy ++= 10          (1.1) 

(a) Describe the specific principle and important assumptions of the Ordinary Least 

Squares (OLS) estimation method.       (5 Marks) 

(b) Why do we include an error term u in the regression equation?     (2 Marks) 

(c) The relationship between housing market price (price) and assessed housing value 

(asprice) was estimated using 108 observations. The results are as follows (standard 

errors are in parentheses):  

·
( ) ( )16.24 0.051
14.44 0.976price asprice= − +       (1.2) 

2 0.762R =   SSR=165.8  

Use 0.05 =  in all hypotheses testing.  
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(i) Interpret the regression results.        (5 Marks) 

(ii) Test the hypothesis of rational valuation, which states that a one unit change in 

asprice should be associated with a one unit change in price; that is, 0 1: 1H  = .  

          (3 Marks) 

 

Question 2  

An output (y) variable was regressed on labor (L), capital (K) and raw materials (M) using 

observations on 35 firms. The OLS estimates and related quantities are as follows (standard 

errors are in parentheses):  

( ) ( ) ( ) ( ) ( )2.443 1.339 1.160 0.706. .

ˆ 0.550 1.636 1.661 1.138i i i i
s e

y L K M= + + +      (2.1) 

2 0.94R = , 
2ˆ 14.77 = , RSS 265.78= , Breusch-Pagan test: BP 1.883= , pvalue 0.458= .  

 

 Correlation Matrix 

 L K M 

L 1.000   

K 0.952 1.000  

M 0.967 0.957 1.000 

 

 

(a) Test for the significance of slope coefficients at 5% level of significance. (3 Marks) 

(b) What is multicollinearity? Are there reasons to suggest that multicollinearity is a 

problem in the regression above? Explain.      (3 Marks) 

(c) Recommend ways to overcome the problem of multicollinearity.   (3 Marks) 

(d) What is heteroscedasticity? Is heteroscedasticity a problem in the regression above? 

Explain.          (3 Marks) 

(e) What are the consequences of heteroscedasticity in the context of OLS estimation? 

          (3 Marks) 
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SECTION B: (25%) 

Answer only ONE Question from this Section 

 

 

Question 3 

Refer to the plot of US federal funds rate (fedrate) and bond rate (bondrate) using quarterly 

time series observations from 1984q1 to 2009q4 in Figure 3.1.  

 

Figure 3.1. Plot of Fedrate and Bondrate 

 

 

(a) Comment on the behaviour of the two time series in Figure 3.1.  (3 Marks) 

(b) Show how Dickey-Fuller unit root test is derived using the random walk 

hypothesis.         (4 Marks) 

(c) Show that a random walk process is self-driven and has a long memory.   

          (5 Marks) 

(d) Based on results of the unit root tests below, determine the level of integration of 

each series.         (6 Marks) 

(e) What is cointegration? How do you test for cointegration of the two series using 

Engle-Granger method?        (4 Marks) 

(f) Based on the results provided below, test whether the two series are cointegrated. 

          (3 Marks) 
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Null Hypothesis: FEDRATE has a unit root  

Exogenous: Constant, Linear Trend  

Lag Length: 1 (Automatic - based on SIC, maxlag=12) 

     
        t-Statistic   Prob.* 

     
     Augmented Dickey-Fuller test statistic -3.004819  0.1467 

Test critical values: 1% level  -4.050509  

 5% level  -3.454471  

 10% level  -3.152909  

     
     *MacKinnon (1996) one-sided p-values. 

  

 

Null Hypothesis: D(FEDRATE) has a unit root  

Exogenous: Constant, Linear Trend  

Lag Length: 0 (Automatic - based on SIC, maxlag=12) 

     
        t-Statistic   Prob.* 

     
     Augmented Dickey-Fuller test statistic -5.580625  0.0000 

Test critical values: 1% level  -4.050509  

 5% level  -3.454471  

 10% level  -3.152909  

     
     *MacKinnon (1996) one-sided p-values.  

 

 

Null Hypothesis: BONDRATE has a unit root  

Exogenous: Constant, Linear Trend  

Lag Length: 1 (Automatic - based on SIC, maxlag=12) 

     
        t-Statistic   Prob.* 

     
     Augmented Dickey-Fuller test statistic -3.077282  0.1592 

Test critical values: 1% level  -4.050509  

 5% level  -3.454471  

 10% level  -3.152909  

     
     *MacKinnon (1996) one-sided p-values.  

 

Null Hypothesis: D(BONDRATE) has a unit root  

Exogenous: Constant, Linear Trend  

Lag Length: 0 (Automatic - based on SIC, maxlag=12) 

     
        t-Statistic   Prob.* 

     
     Augmented Dickey-Fuller test statistic -7.897654  0.0000 

Test critical values: 1% level  -4.050509  

 5% level  -3.454471  

 10% level  -3.152909  
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Null Hypothesis: RESID has a unit root 

Exogenous: None   

Lag Length: 0 (Automatic - based on SIC, maxlag=12) 

     
        t-Statistic   Prob.* 

     
     Augmented Dickey-Fuller test statistic -3.950651  0.0001 

Test critical values: 1% level  -2.587831  

 5% level  -1.944006  

 10% level  -1.614656  

     
     *MacKinnon (1996) one-sided p-values.  

  

  

 

 

Question 4 

(a) Consider the following model, i i iy x u= +  for 1, ,i n= K , where the dependent variable 

is binary. Explain why the linear probability model (LPM) is not an appropriate model of 

choice.           (4 Marks) 

(b) Consider again the model in (a) with *1 if  i i i iy y x   = = +   where  is nonnegative 

and ix  is a row vector of k columns. The zero-mean error term i  has a symmetric 

distribution.  

(i) For which binary choice model is the variance of the error terms equal to 
2

3


? 

          (1 Mark) 

(ii) Derive the log-likelihood function for the model in b(i).   (7 Marks) 

(iii) Show that the log-likelihood function is globally concave.   (5 Marks) 

(c) A researcher is interested in explaining what factors determine a family owning a house. 

He collected information from a sample of 40 families for each of the following 

variables: 

  1iy =  if a family owns a house; 0, otherwise. 

 1ix = income in thousand US dollars. 

 2ix = level of education: 1 = no education, 2 = primary, 3 = high school, 4 = university, 

and 5 = postgraduate. 
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Using these observations, the researcher estimated a binary Probit model and obtained the 

following results: 

Probit regression                               Number of obs     =         40 

                                                LR chi2(2)        =      13.99 

                                                Prob > chi2       =     0.0009 

Log likelihood = -20.532289                     Pseudo R2         =     0.2541 

------------------------------------------------------------------------------ 

        house|      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

      income |   .1949345   .0963663     2.02   0.043     .0060601     .383809 

        educ |  -.0231153   .3438534    -0.07   0.946    -.6970557     .650825 

       _cons |  -2.556841   .8001712    -3.20   0.001    -4.125148    -.988534 

------------------------------------------------------------------------------ 

             |            Delta-method 

             |      dy/dx   Std. Err.      z    P>|z|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

      income |   .0566532   .0237133     2.39   0.017     .0101761    .1031304 

        educ |  -.0067179   .0998887    -0.07   0.946    -.2024962    .1890603 

------------------------------------------------------------------------------ 

 

(i) Interpret the estimated marginal effects.      (4 Marks) 

(ii) Comment on the overall significance and fitness of the model.   (4 Marks) 

 

SECTION C: (60%) 

Answer TWO Questions from this Section,  

ONE from Questions 5 and 6 ; and the OTHER from Questions 7 and 8 

 

Question 5  

(a) Given a 2-dimentional vector autoregressive model (where tx  and ty  are assumed 

stationary):  

1 11 1 12 2 1 11 1 12 2 1 1

2 21 1 22 2 2 21 1 22 2 2 2

;t t t p t p t t p t p t

t t t p t p t t p t p t

x c x x x y y y u

y c x x x y y y u

     

     

− − − − − −

− − − − − −

= + + + + + + + + +

= + + + + + + + + +

L L

L L
 (5.1) 

(i) Briefly explain the criteria you would use in determining the number of lags to 

include in the VAR model (5.1)?     (4 Marks) 
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(ii) Suggest an estimation method for model (5.1)? Justify.   (3 Marks) 

(iii) What is Granger causality?        (2 Marks) 

(iv) Based on model (5.1), formulate hypotheses and indicate the test statistics to 

determine whether (1) ty  Granger causes tx ; and (2) tx  Granger causes ty . 

         (6 Marks) 

(b) Consider the South Africa Quarterly GDP growth series: 1980Q1-2016Q2. Below are 

the plots of autocorrelation function (ACF) and partial autocorrelation function (PACF) 

computed up to 20 lags, and two tentative ARMA models that were identified and 

estimated using the series.    

(i) Comment on the ACF and PACF.     (3 Marks) 

(ii) Analyse the statistics associated with the estimated AR (1) and MA (3) models 

and choose the most appropriate model for the series.  (5 Marks) 

(iii) Derive the mean and the variance of the model of your choice in (b)ii using the 

estimated results.       (3 Marks) 

(iv) Based on the model of your choice in (b)ii, estimate the one-step ahead forecast 

and the forecast variance if GDP 2016q2 is 65 million USD. (4 Marks) 

Sample: 1 146

Included observations: 146

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.537 0.537 43.023 0.000

2 0.345 0.079 60.905 0.000

3 0.124 -0.127 63.227 0.000

4 0.030 -0.019 63.366 0.000

5 -0.040 -0.032 63.611 0.000

6 -0.006 0.060 63.617 0.000

7 -0.091 -0.128 64.913 0.000

8 -0.072 0.005 65.721 0.000

9 0.007 0.121 65.729 0.000

10 0.047 0.015 66.081 0.000

11 0.018 -0.072 66.130 0.000

12 0.069 0.077 66.906 0.000

13 0.023 -0.022 66.991 0.000

14 -0.054 -0.118 67.467 0.000

15 0.011 0.109 67.486 0.000

16 -0.050 -0.074 67.906 0.000

17 -0.034 0.021 68.101 0.000

18 -0.031 -0.014 68.265 0.000

19 -0.044 -0.045 68.597 0.000

20 -0.035 0.047 68.811 0.000  
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AR (1) – Estimated Results 

·

( ) ( ) ( )
1

0.0691 0.0693. .

0.254 0.538t t
s e

GDP GDP−= +   2ˆ 2.20 =  

Figures in parentheses above are standard errors. 

AR (1) Diagnostic Check 

 Estimates  Q-Statistics AIC and SIC 

AR (1) :  (0.0693) Q (4): 2.927 (0.570) 

Q (8): 8.215 (0.413) 

Q (12): 11.219 (0.510) 

AIC: 2.090 

SIC: 2.131 

Note: Ljung-Box Q-statistics of the residuals from the fitted model. The p-values are in 

parentheses. 

 

MA (3) – Estimated Results 

·

( ) ( ) ( ) ( ) ( )
1 2 3

0.1205 0.0814 0.0833 0.0807. .

0.570 0.497 0.441 0.205t t t t
s e

GDP   − − −= + + +  
2ˆ 2.46 =  

 

Figures in parentheses are standard errors. 

MA (3) Diagnostic Check 

 Estimates  Q-Statistics AIC and SIC 

MA(3) 
1 : 0.497 (0.0814) 

2 : 0.441 (0.0833) 

3 : 0.205 (0.0807) 

 

Q (4): 0.791 (0.374) 

Q (8): 4.960 (0.421) 

Q (12): 8.085 (0.526) 

AIC: 2.097 

SIC: 2.179 

Note: Ljung-Box Q-statistics of the residuals from the fitted model. The p-values are in 

parentheses. 
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Question 6 

Consider the AR (1) process:  

1t t ty y −= +        (6.1) 

where ( )20,t iid :  and |  | < 1. 

 

(a) What is the OLS estimator of  in (6.1)?     (2 Marks) 

(b) Derive the mean and the variance of (6.1).     (5 Marks) 

(c) The model in (6.1) is a special case of regression model that can be estimated using 

OLS where according to the Greenberg and Webster Central Limit Theorem (CLT), ̂  

is asymptotically normal, that is:  

 

2 1ˆ ,T N Q T   −    .  

Show that ( ) ( )2ˆ 0, 1d

TT N   − ⎯⎯→ −
 

     (6 Marks) 

(d) Explain why for 1 =  the usual t-statistic is not appropriate in hypothesis testing.  

           (3 Marks) 

(e) Assuming that  is a random walk process and  is a Gaussian process, show that  

       (4 Marks) 

(f) Assuming that (e) holds, a nondegenerate asymptotic distribution for  would be 

preferred for hypothesis testing.  Show that  

( )
( ) ( ) 

( )

2

1 2

0

1 2 1 1
ˆ 1 d

T

W
T

W r dr


−  
− ⎯⎯→

  
  

 where ( )
2

1W    is a ( )2 1  variable (chi-square distribution) and  

( )
1 22 2 2

11 0

T d

tt
T y W r dr−

−=
⎯⎯→            (10 Marks) 
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Question 7 

(a) State three advantages and three limitations of panel data in modelling.  (6 Marks) 

(b) Consider the following panel data model: it it ity x  = + +  where the variables and 

parameters are conventionally defined. The error term it i it  = + , 1, ,i N= K  and 

1, ,t T= K . What assumptions would you make to efficiently estimate the model using 

a random effect approach?        (6 Marks) 

(c) Show that the variance-covariance matrix of the error vector   in (b) is given by: 

NI A=   where A  is a T T  matrix.     (10 Marks) 

(d) Show that  

1/2 1 1
T T TA I

T


 



−   −  
= −   

   
 with 

2

2 2T



 




 
=

+
   (8 Marks) 

 

 

 

Question 8 

(a) A fertility analysis is conducted using a discrete choice model. It aims at assessing the 

determinants of the binary variable denoted by ENF, taking on the values 1 (at least one 

child) and 0 (no child).  

Some socio-economic characteristics assumed to affect ENF are defined as follows:  

• DIPL=Education: 1 if the head of household did not complete high school education, 

2 if the head of household completed high school education, and 3 if the head of 

household has a university education;  

• AGE= age of household head in years; and  

• AGE2 = age squared divided by 100.  

The STATA output provided below used the robust variance estimation. The sample 

contains adults of ages between 20 to 60. The variables _ _1Idipl , _ _ 2Idipl , and 

_ _ 3Idipl  are dummies derived from DIPL.  
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(i) Based on the model results above, how do you obtain the regression coefficients for the 

other competing nonlinear model? Derive the factor used by Amemiya for this 

approximation.         (5 Marks) 

(ii) Interpret the education coefficients.        (4 Marks) 

(iii) Test the hypothesis that the coefficients of _ _ 2Idipl  and _ _ 3Idipl  are equal.  

          (5 Marks) 

(b) Using the same sample in (a) the researcher estimated an ordered probit model. The 

dependent variable NENF takes on values 0, 1, 2, 3 or 4, if the number of children in the 

household is 0, 1, 2, 3, or at least 4, respectively.  The ordered probit model is then 

estimated with unknown cut-offs ls  for 0,1, ,5l = K :  

  10,1,2,3,4 ifi j i i jNENF j s x u s +
=   +   with ( )20,iu N : . It is assumed that 

0 0s =  and 5s = + .  
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The STATA output provided below used the robust variance estimation (the parameters 

_ 1cut , …, _ 4cut  denote the thresholds or cut-offs 1s , …, 4s  of the model, 

respectively).  

 

 

 
 

(i) Show that the binary probit model is a special case of the ordered probit by 

computing ( )Pr 1i iENF x=  as a function of the threshold 1s . What can you conclude 

about the intercept of the binary probit model in relation to 1s ?   (5 Marks) 
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(ii) Calculate the probability of having 3 children for a household head who did not 

complete high school education and is 35 years old. Hint: A table of the standard 

normal distributed is provided in Appendix 1.     (5 Marks) 

(iii) The estimated marginal effects associated with those household heads who 

completed high school education are given below:  

 NENF  dy/dx 

Idipl_2 

0 0.1003 

1 0.3252 

2 0.2002 

3 -0.3096 

4 -0.3161 

 

Interpret the results.          (6 Marks) 
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